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The kinetics of electron transfer for rubredoxins are examined using density functional methods to determine the
electronic structure characteristics that influence and allow for fast electron self-exchange in these electron-transport
proteins. Potential energy surfaces for [FeX )1~ models confirm that the inner-sphere reorganization energy is
inherently small for tetrathiolates (A7 ~ 0.1 eV), as evidenced by the only small changes in the equilibrium Fe—S
bond distance during redox (Areg 2 0.05 A). It is concluded that electronic relaxation and covalency in the
reduced state allow for this small 17 in this case relative to other redox couples, such as the tetrachloride. Using
a large computational model to include the protein medium surrounding the [Fe(SCys)4J>~1~ active site in Desulfovibrio
vulgaris Rubredoxin, the electronic coupling matrix element for electron self-exchange is defined for direct active-
site contact (H3,). The simple Beratan—Onuchic model is used to extend coupling over the complete surface of the
protein to provide an understanding of probable electron-transfer pathways. Regions of similar coupling properties
are grouped together to define a surface coupling map, which reveals that very efficient self-exchange occurs only
within 4 o-bonds of the active site. Longer-range electron transfer cannot support the fast rates of electron self-

exchange observed experimentally. Pathways directly through the two surface cysteinate ligands dominate ke,
but surface-accessible amides hydrogen-bonded to the cysteinates also contribute significantly to the rate of electron

self-exchange.

Introduction

Electron transfer (ET) has been the focus of much interest
in the chemical literatur&:* In biological systems, ET
processes are critical for the proper control of important
biochemical pathways. Rubredoxins (Rds) are a well-studied
class of small iror-sulfur proteins that function as biological

defining the fundamental electronic structure characteristics

of the [Fe(SCys)?> 1~ redox couple in Rds and determining

its effects on the redox characteristics of these ET pro-
teins31722 This is the third paper in a series that addresses
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Electronic Contributions to ET: Kinetics and Pathways

the electronic structure contributions to the redox properties A Cys(9) Cys(42) «Cys,
of monomeric [FeX]?>~*~ redox sites. L
In part 1, it was determined thatectronic relaxation
results in large changes in the electron density distribution
over the complex and stabilizes the oxidized site by massive
ligand-to-metal charge transfer (LMCT) upon oxidatfén.
The influence of passive electrons in charge-transfer stabi-
lization of the oxidized site is extremely important, under-
scoring that this so-calledne-electronFe' — Fe'" redox
process is more complex. In part 2, electronic structure
contributions to the thermodynamics of electron transfer in
[FeXq)>1~ systems are discussed, specifically addressing the
large observed differences in the redox potentials of
[FeCL]>1~ and [Fe(SRj?> 122 A large difference in the
lowest vertical ionization energies (i.e., the ionization ener-
gies of the redox-active molecular orbitals) of the two
reduced species is observed1(4 eV), revealing a large
difference in their inherent redox behavior. The primary
reason for this difference is the higher covalency of the
[Fe(SR)]? species relative to [Feg}f—1~, which lowers its
effective charge Z(Zf,) and destabilizes its empty Fe 3d
manifold, thus making the tetrathiolate easier to oxidize. A
secondary contribution comes from differences in electronic
relaxation between the two species; the tetrathiolate, because
of the availability of lower-energy charge-transfer states,

bette.r stabilizes the oxidized state throggh LMET ) Figure 1. (A) Protein structure oDv Rd (1RB9). The ligands to the Fe
This present study evaluates electronic structure contribu-at the active site are labeled. Cys(9) and Cys(42) are labelegaBysare
tions to the electron-transfer kinetics in these [Héxl* nearer the surface of the protein than Cys(6) and Cys(42), which are labeled

. _ Cys. (B) Computational wild type (CWT) structure used for DFT
sites. Within the context of the Marcusiush theory of calculations on the Rd active-site structure. The details of truncation points

electron transfer, the electronic structure of the redox site for the protein structure are given in the text. Importantly, the CWT structure
directly affects the rate constants of electron self-exchangeretains the structural and H-bonding asymmetry between @ys Cys
. L . . that occurs in the actual protein structure.

(kesg In two ways: (i) the inner-sphere reorganization energy
(4) and (ii) the electronic coupling matrix elemeri().?
The factors affectingl; for [Fe(SR)] are defined by
comparison to the [Feg}f~*~ redox couple, whose behavior
upon redox is quite different. The metdigand bond
distance changes upon redoXrfeqoy are generally quite
small for tetrathiolates~0.05 AY2 while being large for
the tetrachloride (0.11 A#25 A small Aregox Value is
essential for efficient electron transfer because it lowlgrs
[O(Arredon?- It has been suggested that the smdilkgox value
observed in Rd is due to the protein structbiedthough most
model tetrathiolates also exhibit small valueg\of.qox Using
DFT methods, we investigate the potential energy surfaces
of the two redox couples; we also determine the influence
of electronic relaxation on the geometric changes. The results
are compared with photoelectron spectroscopy “data
determine the origin of the observed behavior.

Hpa is also evaluated for these systems using DFT
methods and including the effects of electronic relaxation. Experimental Section

This is extended to a Rd structural model that includes a
large peptide fragment in the vicinity of the active site. This
model is used to evaluate the effect of the protein matrix on
the electronic structure of the active site. The two cysteinate
ligands closest to the surface of the protein, Cys(9) and Cys-
(42), are quite different from those that are more buried, Cys-
(6) and Cys(39) (see Figure 1A). This structural asymmetry
with respect to both the orientation of the cysteinates and
their involvement in hydrogen bondifgs included in the
calculations to determine its influence on the electronic
structure and ET properties. Also, using the results from our
calculations oHZY and4;, relative contributions to the rate
are estimated and mapped onto the surface of the protein to
determine which pathways could reasonably allow for the
rapid electron self-exchange that is observed experimen-
tally.27.28

(23) Bond distances for tetrathiolate are average values for a series of ~Density functional theory (DFT) calculations were performed
ferrous (CSD: DOKPUO, LAJFUX, PAFVIB, PTHPFE10, VAPVUD,  using the commercially available Amsterdam Density Functional
ZAGYIP) and ferric (CSD: BOSTOS, CANCUP, CANDAW, JU-  (ADF1999 and ADF2006§-33 and Gaussian (Gaussian ¥&)odes.

RHIN, OXYSFEO10) structures. : . .
(24) Evans, D. J.; Hills, A?.; Hughes, D. L.; Leigh, G.Acta Crystallogr. In ADF, the Vosko, Wilke, and Nusair (VWN) local density

C: Cryst. Struct. Commuri99Q C46, 1818-1821.

(25) Ferrari, A.; Brainbanti, A.; Bigliardi, GActa Crystallogr.1963 16, (27) Im, S. G.; Sykes, A. GJ. Chem. Soc., Dalton Tran$996 2219-
846-847. 2222,

(26) Sigfridsson, E.; Olsson, M. H. M.; Ryde, U. Phys. Chem. R001, (28) Jensen, T. J.; Gray, H. B.; Ulstrup,d.Inorg. Biochem1999 74,
105 5546-5552. 181-181.

Inorganic Chemistry, Vol. 42, No. 3, 2003 697



Kennepohl and Solomon

approximatioB® was supplemented with standard nonlocal correc- respectively. These structures are given to 0.92-A (1RB9) and
tions from Becké and Perdew-38 (BP86). All ADF results were 1.00-A (8RXN) resolution. These structures represent one of only
obtained using a tripl&-STO basis set (Basis IV) for the valence two pairs of Rd structures wherein both redox states have been
levels of all heavy atoms. Core levels were definedrfer 1, 2 structurally characterized. The other crystallographically defined
for Fe and S and fon = 1 for all second-row elements. Charge redox pair has been obtained f@yrococcus furiosifkd (Pf Rd:
decomposition for the ADF calculations was performed using the 1CAA, 1CAD) to a resolution of~1.8 A. Structural changes upon
built-in Hirshfeld and Mulliken charge analyses. Complementary redox are somewhat larger for i Rd structures, but they are
calculations using the BP86 functional were performed with still not enough to significantly impact the conclusions drawn from
Gaussian using a 6-311G(d,p) basis set; charge decomposition oDv Rd. In both cases, structural changes are generally small in the
these results as performed using AiM26G8& Windows-based region around the active site. DFT calculations were performed on
Atoms in Molecule® charge decomposition program. The two atruncated structural model Biv Rd; this model is shown in Figure
guantum mechanics codes gave similar wave function descriptions.|B and termed the computational wild type (CWT). The backbone
All calculations were performed on either an SGI Origin 2000 8-cpu of the active-site double-loop structure includes the Val(5)-Tyr-
RO10k server running IRIX 6.5.3 or an Intel dual Pentium Il Xeon (11) and Val(38)-Ala(44) peptide segments. All noncysteinate side
system running RedHat Linux 7.0. Parallelization of ADF and chains are truncated at thedJ(positions and replaced with protons.
Gaussian was done using built-in PVM and shared-memory Terminal residues are completely truncated at their) @psitions
architectures, respectively. Details of specific input parameters usedas methyl groups. The cysteinate ligands are included completely
for all published calculations are included as Supporting Informa- in the CWT structural model. Protons are added using MSI Cerius
tion. Comparisons of experimental photoelectron, X-ray absorption, software. The CWT model was investigated in four different
and UV—vis absorption spectra offer a strong database of informa- geometries: CWT(1RB9), CWT(8RXN), CWT(Opt2), and CWT-
tion for evaluating the strength of the BP86 density functional in (Opt3). CWT(1RB9) and CWT(8RXN) are based on the corre-
providing a good representation of the electronic structure of high- sponding crystal-structure coordinates. CWT(Opt2) and CWT(Opt3)
spin Fe(ll) and Fe(lll) complexes, as well as reasonable geometries.were partially optimized in the ferrous and ferric states, respectively,
As observed from this and previous studi&é®: BP86 is a useful to energy gradients of 18 au using CWT(1RB9) as a starting
functional for our purposes. geometry. The truncation points for the model were fixed in
Potential energy surfaces were obtained by using the LINEAR Cartesian space to maintain constraints usually provided by the rest
TRANSIT code within ADF. The FeL bond distance was varied  of the protein structure. These optimized geometries were in good
systematically between 2 and 4.0 A; all other degrees of freedom agreement with the crystallographic structures. Full optimizations

were fully optimized. Geometries were optimized und®sy (not reported) converged to largely different geometric structures
symmetry constraints to maintain the known geometric restrictions through the creation of hydrogen-bonding interactions between
of the models. Surfaces for the unrelaxed [FECland [Fe(SCh)4]*~ protein residues that could not be formed in the full protein structure.

species were obtained by removal of an electron from the redox- To evaluate the influence of hydrogen bonding on the active
active molecular orbital (RAMO, vide infra) of the reduced species site, a computational model that lacked these interactions was also
and recalculatiomithoutreconverging the potential. The geometric  defined. The computational enamine mutant (CEM) structure is
structure was maintained at eagh-| exactly as it was for the identical to the CWT structure, except that all backbone amides
optimized structure in the reduced state. (O=C—NH) that H-bond to the cysteinate ligands are tautomerized
Protein Structural Models. Geometric data for the reduced and into their complementary enamines (H@=N). This simple

oxidized forms oDesulfaibrio vulgarisRd (Dv Rd) were obtained modification removes all direct interactions through the amide
from the Protein Databank (PDB) as structures 1RB9 and 8RXN, hydrogens while maintaining the basic geometric structure of the
surrounding matrix.

(29) Te Velde, G.; Bickelhaupt, F. M.; Baerends, E. J.; Fonseca Guerra,

C.; van Gisbergen, S. J. A.; Snijders, J. G.; ZieglerJTComput. Results and Analysis
Chem.2001, 22, 931-967.
8% \éerslwsd LE ZlJeglélrl,, TJIj Cgen%. Phé‘;l%fi gr?' 312927—33228-41 51 Reorganization Energy.Potential energy surface¥(),
aerends, E. J.; Ellis, D. E.; Ros, @hem. Phys , 41-51. . 1 21—
(32) Te Velde, G.; Baerends, E.dl. Comput. Phys1992 99, 84-98. Figure 2] were calculated for [Feffi™~ and [Fe(SCH),
(33) Guerra, C. F.; Snijders, J. G.; Te Velde, G.; Baerends, Ehdor. using the BP86 density functional. The open circles represent

Chem. Acc1998 99, 391-403. - ixed- i
(34) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, DFT-calculated fixed-geometry points for the redutd(r)

M. A.; Cheeseman, J. R.; Zakrzewski, V. G.; Montgomery, J. A., Jr.; State, the relaxed oxidized¢1(r) state, and an unrelaxed

Stratmann, R. E.; Burant, J. C.; Dapprich, S.; Millam, J. M.; Daniels,  oxidizedVggr (r) state. Each of thesér) surfaces was fit to
A. D.; Kudin, K. N.; Strain, M. C.; Farkas, O.; Tomasi, J.; Barone,

V. Cossi, M.: Cammi, R.: Mennucci, B.. Pomelli, C.. Adamo, C.. & Morse-type function (eq 1, solid lines in Figure 2); this

Clifford, S.; Ochterski, J.; Petersson, G. A.; Ayala, P. Y.; Cui, Q.; functional form gave good fits to the calculated energies in
Morokuma, K.; Salvador, P.; Dannenberg, J. J.; Malick, D. K.;, ; :
Rabuck, A. D.. Raghavachari, K.. Foresman. J. B.: Cioslowski, J- all three cases. The surfgces are therefore described in terms
Ortiz, J. V.; Baboul, A. G.; Stefanov, B. B.; Liu, G.; Liashenko, A;;  Of re (equilibrium bond distance]). (depth of the potential
Piskorz, P.; Komaromi, I.; Gomperts, R.; Martin, R. L.; Fox, D. J..well), and 8 (decay at long distances). The fit results for
Keith, T.; Al-Laham, M. A.; Peng, C. Y.; Nanayakkara, A.; Challa- . .

combe, M.; Gill, P. M. W.: Johnson, B.: Chen, W.; Wong, M. W.; €achV(r) are given in Table 1.

Andres, J. L.; Gonzalez, C.; Head-Gordon, M.; Replogle, E. S.; Pople,

J. A. Gaussian 98revision A.Ix; Gaussian, Inc.: Pittsburgh, PA, 2001. _ —B(r—TeN2

(35) Vosko, S. H.; Wilk, L.; Nusair, MCan. J. Phys198Q 58, 1200 V(r) = V(r,) + D1 — e 77"9) 1)
1211.

(36) Becke, A. D.Phys. Re. A: Gen. Phys1988 38, 3098-3100. .

(37) Perdew, J. P.; Burke, K.; Emzerhof, MCS Symp. Sel.996 629 The ferrous potential energy surfac®sd(r)] for the two

8) ?3535462;] Phvs. Re. B: Cond Matted986 33, 8822 species are remarkably similar in both their overall shapes

erdew, J. FPNys. Re. b onaens. iatte 2 . . HH e .

(39) Bader, R. F. WAfoms in Molecules: A Quantum Thep@xford (De and3) and their calculated equilibrium bond distances

University Press: New York, 1994. (re). The calculated, values for [FeCJ]?~ and [Fe(SCH)4]>~
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Table 1. Best-Fit Parameters for Morse-type Functions \fr)2

10
V(r) best fit experimental
8
potential V(re) De B fe  Alredox liese Texp Alredox
6 energy surface (eV) (V) A A A ev) A @A)
[FeCly] Fe! 0.00 6.80 1.39 2.38-— - 229 -
4 Fe" 3.78 11.75 151 218 0.20 1.6# -
Fel —1.56 11.01 1.44 224 0.14 077 218 0.11
2 [Fe(SR)] Fe! 0.00 6.79 1.30 2.36— - 2.33
Fe" 3.31 12.69 148 219 0.17 0.92 -
0 Fe —1.80 9.92 1.30 231 0.05 0.12 2.27 0.06
5 a Experimental parameters derived from Cambridge Structural Database

(CSD). Bond distances for tetrathiolate are average values for a series of
ferrous (CSD: DOKPUO, LAJFUX, PAFVIB, PTHPFE10, VAPVUD,

Energy (eV)
S

: /-( —— ZAGYIP) and ferric (CSD: BOSTOS, CANCUP, CANDAW, JURHIN,
// ,’/\t§ OXYSFE10) structures.
v & /£%¢is estimated to be 0.3 and 0.7 eV for [Fe(gR) and
S 1 [FeCL]', respectively. The DFT results somewhat under-
pa '/’ 1 estimatel® for [Fe(SR)]>~1~ relative to the experimen-
Nt tally derived value. However, the calculated results clearly
7 ] reproduce the significant differences between the two redox
A P o VIO couples in bothAr egox and A7
0= i o Fe 2p, core ionization energies reflect the effective
2 &jﬁ_,_;—/ | nuclear charge at the central metal idfj and provide
- [Fe(SCH;),] experimental insight into the differences observed aB3d%e.
455 5's 30 33 There is a significant difference between the relaxation-
r (A) corrected Fe 2p binding energiesH;® ?*?) for [FeCl]2 1~

2- 1 i i i
Figure 2. Potential energy surfaces for [Fal2t1~ and [Fe(SCh)4]? 1. and [Fe(SR) ; these gnergles were determined in part
Open circles correspond to DFT-calculated points along thelFéegree 1 and are reproduced in Table 2. In the reduced state,
of freedom. Solid curves represent Morse potential fits to the calculated EEE 2py2 for the tetrachloride is 1.4 eV greater than that for

surfaces. The minima for each Morse potential provide the calculated ; ISR Fe . ;
equilibrium Fe-L bond distances in each oxidation state. Dotted curves the tetrathiolate, indicating thazeff IS m'ljr(f:h greater in

for Fé'l and Fé" are the best-fit curves from applying a linear distorting  [FeCl]?~. DFT-calculated Hirshfeld (HrfZy;) and Atoms

force @V/or) to the Morse function for Fe The applieddV/or curves for in Molecules (AIM A”Vl) charges also support this con-
each ferric function are shown as dashed lines. THE Ppetential energy | “eff

surface is a theoretical construct that allows for the investigation of the clusion (Table 2). More importantly, the Changefﬁ? 2
effects of electronic relaxation on the energy landscape during redox. ~ upon oxidation are very different for the two redox couples:
. . . A(ES® ) 040 = 2.8 eV for [FeCl]>~~, whereas it is only

are also in reasonable agreement with crystallographic datag 4 ev for [Fe(SR)2~1~. These results indicate that,
(see Table 1); they are somewhat larger than the experimentakjthough the charge on the metal changes significantly upon
bond distancesré) but within the deviations generally  oxidation for the tetrachloride, it changes very little for the
observed for DFT geometries of transition metal complé&es.  tetrathiolate. Again, DFT results correlate well with these
By contrast, the ferric surface¥qg! ()] for the two species  experimental observations. The AIM decomposition provides
are quite different from each othebe andf are much larger  the pest correlation between the calculated effective charges
for [FeCL]*~, whereas. is significantly shorter (by 0.07 A).  for a site and its experimental binding energy, as shown in

The Vea(r) — VEai(r) oxidation processes for the two Figure 3. The correlation betwee?r_‘@]lf"" and Ege 2 fits
species are thus quite different, especially with respect to quite well with the theoretically predicted behaofsolid
the bond distance changes upon red@egox = 0.14 A line, Figure 3), whereEEeZ’M 0 Z.? From this result,
for [Fe_CI4]2 1 ,Wheregs it is only 0.05 A for [Fe(SGM]? 1. AT (AGreqox = 256 — Z75MM) i defined for each redox
Experimental bond distance changes upon redox also fOHOWcoupIe and gives good agreement with the results obtained

the same trend\ e, in Table 1), with much smaller changes AIMHrf :
in the tetrathiolate than in the tetrachloride redox couple. from AIM and Hrf (Adegc ), as shown in Table 2. The

: . o . . VBCI analysis in part 3 can also be used to independentl
These differences translate into significant differences in the . Y P . A P VBCI y
. o . determine the change in charge upon oxidatidm
inner-sphere reorganization energies for electron self-

redox’
exchange calculated frovea(r) — Veer(r) (A% in Table Table 2). All of these methods of determiningjeqox pProvide

. . a consistent picture: whereas the change in charge upon
1): A7 for the tetrathiolate is very small at 0.12 eV, P g ge up

o . redox is quite large for [Fe@P~~ (A ~ 0.28), it is
whereas it is much larger (0.77 eV) for the tetrachloride. X 1S qul g [Fed) (AGrecox ) It

. . . much smaller for [Fe(SRF " (AQedox ~ 0.16). This
Using Arexp values and FeX bond stretching frequencies, difference inAgredoxbetWeEEn the two redox couples correlates

(40) The negative charge of these complexes in the gas phase contributegIreCtIy With Afredox (V'de SuDra)' which is Iarger for
to the overestimate of the Fe-X bond distances. The deviation is larger

for the tetrachloride, which is unsurprising because of the poorer charge (41) Robertson, N. E.; Hidalgo, G. R. Chem. Inf. Comput. Sc1997,
distribution in this complex relative to the tetrathiolate. 37, 458-459.
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Table 2. Experimental and DFT-CalculateétEffective Charges

PES DFT/AIM DFT/Hirshfeld
system E” Aoy Adiox Z Aeciox z ACheo

[FeCl] Fe! 710.8 - - 1.19 - 1.98 -

Fe - - 0.97 2.09 0.90 2.80 0.82

Fell 713.6 0.27 0.28 1.37 0.18 2.22 0.24
[Fe(SCH)4] Fe! 709.4 - - 0.86 - 1.78 -

Fell - - 0.92 1.73 0.87 2.55 0.77

Fe 709.7 0.04 0.16 0.97 0.11 1.90 0.12

aExperimental changes in charge were derived from the ferrous and ferric coreyFbifiging energiesAdfS2) from part 22 and the VBCI model

(Aq:’e%g'x) derived in part 2! P Effective charges were also determined using the Atoms in MolecE@#‘é)(and the Hirshfeldlg'f?) charge decomposition

of our DFT results for the reduced (He unrelaxed ferric (F¥), and relaxed ferric (#¢) species. The change in charge upon redaef ") is also
determined for oxidation with (F— Fe'"') and without electronic relaxation (Fe— Fée'").
720 L B B R R Table 3. Linear Distorting ForcedV/ar) Acting on the Initial Potential
Energy Surface upon lonizatidn
point-charge
Zett V(1) modeP
< 75 system Fe X aVior b avlor
< [FeCl ] [FeCl] Fe" 199 -075 756 -12.85 6.46
X * Fe! 141 -0.62 4.89 -—13.48 2.06
o [Fe(SR),]" [Fe(SCH)j Fe'"™ 166 —063 599 —5.83 4.90
710 [Fe(SR) [FeCLP" A Fe' 099 -044 174 -10.14 0.37
4
aData given for the distortion §//dr)r + b] necessary to yield/ (r)
1 both including (F#) and excluding (P&") electronic relaxation? Param-
eters calculated using the point-charge model were determined using the
705 P R TR R DFT-optimized Doy geometries and the effective atomic charg&ss)(
0.0 0.5 1.0 L5 2.0 obtained from Atoms in Molecules (AIM) analysis of the BP86 densities.
Zy"
Figure 3. Effective charge versus Fe 2p binding energy. redefined with respect to th&rai(r) surface. A linear

distorting force §V/or) is applied as a perturbation to shift
[FeCL]? 1. This correlation is unsurprising as the electro- Vee(r) to generatéV/py, (r) and Vi (r), which are the best
static attraction between the positive metal ion and the fits to the ferric surfaces using eq 2. The dotted lines in
negative ligands contributes to the bond length and its Figure 2 representpq,(r) and Viq«(r) for the two redox
increase upon oxidation should correlate Whkhegox couples. The best-fit values fol/or are given in Table 3.
The differences iM\gredox between the two redox couples An energy shift ) is necessary to allow for distance-
result from two contributions. First, the change in charge independent shifts in the ferric potential energy surfaces (due

upon redox in the absence of relaxatidxgly,, = Zo" — to the loss of an electron from the system).
ZEe" is different in the two redox couples. From Table 2,
AG 40, fOr [FECL]2 1~ is higher than that for [Fe(SRY 1~ Ve (1) = Vea(r) + (@V/ar)r + b (2)

the more localized valence ionization in the tetrachloride

corresponds with its lower covalency relative to the tetra-  As expected, surfaces generated by assuming such a linear
thiolate. Second, as determined in part 1, electronic relaxationdistortion on the ferrous surface are very good near the
has a significant effect on the electron density at the metal equilibrium bond distance but quite poor at large deviations
center in the final oxidized state. The charge redistribution from equilibrium; because the region of interest is near

due to ligand-to-metal charge transfer after oxidatitgy() these deviations are not significant in this analysis. In the
was evaluated both theoretically and experimentally for both absence of relaxatiody/dr is very large for both [FeGJ?—+~
systems, givingAgu ~ —0.7Ce for [FeCL]?~1~ and AQux (7.56 eV/A) and [Fe(SCR4]% 1 (5.99 eV/A), although it

~ —0.7% for [Fe(SR)]2~1".2L The overall change in charge is larger for the former. This finding is in agreement with

for the oxidation process is the sumMdix and AQrgox AS the differences in\g,4., discussed previously; there is an

a result, both the initial-state electronic structure (8.98 inherent difference between the ferrous complexes that results
0.8%) and electronic relaxation—0.70 vs —0.75%) each in a larger distorting force upon oxidation in the tetrachloride.
contribute~0.05; thus, the overal\gq0xOf the tetrathiolate The dominant factor in determining the magnitude of this
redox couple is lower than that of the tetrachloride~.1e distorting force without electronic relaxation is the metal
(vide supra). character of the RAMO, i.e., its covalency. These ladgé

The relationship betweem\gegox and Arregox Can be or values result in dramatic bond shortening upon ionization
quantitatively evaluated using the potential energy surfacesin both unrelaxed systemsrr, ., = 0.20 A for [FeC}]2~1-
developed in Figure 2. Visually, electronic relaxation has a and 0.17 A for [Fe(SCHJ]?~1". It is somewhat surprising
strong influence on the surfaces, as evidenced by the dramatidhat the large difference i#\V/ar between the two unrelaxed
difference betweelgq(r) andVeer (r) for each redox couple.  systems results in only a mild difference a7, ,,, but the

redox
To investigate these differences, the ferric surfaces areanharmonicity of the potentials (from nuclear repulsion at
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short distances) dampens the effect of such laxjér values Table 4. Active-Site Geometric Parameters for All CWT Structural

and minimizes the resultamr cqox*? Models

The potential energy surfaces change dramatically when 8RXN 1RB9 Arredox Opt3  Opt2  AXredox
electronic relaxation is included (see Figure 2). For both rres  Cysiavy 226 226 0.00 227  2.30+0.03
redox couplespV/ar is much lower with electronic relax- CYay 229 220 000 233 236+0.03
ation: the distorting force decreases to 4.9 eV/A for [FECI INH)-s gysamvg) g-gg g-gg _060620 3?-,437 3333?7 :8-18
and to 1.7 eV/A for [Fe(SCH.]'". The greatest difference ngi 359 360 400l 361 364 4003

between the l_JnrgIaxed {:md relaxed ferric sys'Fe_ms is the e Cysmg 1112 1084 -2.8 1097 1132 +35
charge redistribution, which decreases the positive charge Cy$@ag 101.4 1007 —0.7 103.0 101.6 —1.4
at the metal center (and also the negative charge on theg....c Cysag 892 920 +28 865 838 —2.7

ligands) in the relaxed state; this minimizes the electrostatic Cys@g 1736 1739 +03 1713 1720 +0.7
attraction with the anionic ligands and decreases the forceasges x=y 1101 1106 +0.5 1115 1129 +1.4
for contraction of the metalligand bonds. An estimate of x=y 1133 1144 +11 1137 1133 04

aV/or based solely on the Coulombic forces that would act , . .
on each system is included in Table 3. The results from this Structure (Figure 1B) using the reduced (1RB9) and oxidized

point-charge model are quite similar to those for the potential (8RXN) crystallographic coordinates, as well as on partially
energy surfaces and strengthens the conclusion that electroni@Ptimized structures in both the reduced (Opt-Red) and
relaxation lowersaV/ar in both [FeCl2~* and [Fe-  ©Oxidized (Opt-Ox) states. The two Gyand Cys cysteinate

(SCHy)4]2 1, resulting in a smalleAr eqox in both redox ligands (see Figure 1A) that comprise the active site of Rd

couples. The most important consequence of lowedivig are structurally quite different from each other with respect
ar through relaxation is its effect on the inner-sphere to their interaction with the iron site and their location within

reorganization energyl{™y. The decrease in the distorting the protein structure, as seen from Tgb!e 4. Structurally,
force due to electronic relaxation lowesS eqox by 0.06 A CWT(Opt-Red) and CWT(Opt-Ox) are similar to the crystal-

for [FeCL]2~* and by 0.12 A for [Fe(SCHLJ? " the effect lographic data, with a heavy-atom average standard deviation
is large in both redox couples but somewhat larger for the °f ~0-2 A between Opt-Red/1RB9 and between Opt-Ox/
tetrathiolate. The effect on the reorganization energy is also 8RXN. Un;urprlsmgly, surface-exposed backbone. amide
considerable; the inclusion of electronic relaxation decreases3rOUPs deviate most strongly from the crystallographic data.
)by nearly 1 eV in both cases (see Table 1). Becdi¥e The th—Red and Opt-Ox geo_metnes are used because they
without relaxation is much larger for [Fe#~1~ than for provide reasonable structural mforn_’nat_lon for t_)oth the heavy
[Fe(SCH).J2-1, A°is still quite large after relaxation for atoms and the protons and their interactions (such as

[FeCL]?>—1~ (0.77 eV), whereas that for [Fe(S@H> 1 is H-bonding) with the heavy atoms in CWT.
small (0.12 eV). CWT(Opt-Red) and CWT(Opt-Ox) offer an opportunity

Electronic Coupling. The one-electron coupling matrix (0 investigate the importance of (Cys)SHN(amide) in-
elements for electron self-exchande ) of [FeCLJ2 teractions and their effect on the active site. The NH bond

[Fe(SCH).> ", andPf Rd are calculated using the formal- distances ryy) reflect the relative strength of NH -D

ism developed by Newton and co-workéts® which applies inFeractions with potential donors (D); a strong.er H—bc_md
McConnell's superexchange model for ET and correlates Will weaken (and lengthen) the NH bond. Noninteracting

ligand contributions to the redox-active molecular orbital amide groups within the CV_VT model are used as an internal
(RAMO) with the magnitude of ;I())A' For thePf Rd redox reference for these comparisons (Table 5). In CWT(Opt-Ox),

site, it is necessary to describe and evaluate the overall active-z\II amide NhH g;oups ln_\(/onvNea n H-bon_?_i h?m 53.005
site electronic structure to define differences between the”* 9r€ater than free amide groups. the Iree groups,

protein active site and the model system and to determine"]",1OI those involved in protein-based H-bonds, decrease
the ligand terms to include in the analysis. slightly (Arvs ~ —0.002 A) upon reduction to the CWT-
Geometric and Electronic Structure of [Fe(SCysj>~+ (Opt-Red) structure. By contrast, thgy value for amides

. : involved in NH - -S(Cys) interactiongicreases upon reduc-
i Rd. DFT calculations were performed on the CWT tion, indicating that the H-bonds to the active-site cysteinates

(42) The relationship between the distorting force and the bond changes are stronger .".1 the r.educ.ed state. Howgver, the redox process
upon oxidation for the Morse-type potential is compared to that affects specific active-site H-bonds differently. Each Cys

occurring in a harmonic field in the Supporting Information. The linear has onIy one H-bond, which increases significantly in
relationship in a harmonic field is dampened by the anharmonicity in - . N
the Morse potential; this deviation increases as the distorting force Strength upon reductiomi elongat'on ArNH ~ +0.010 A)

increases. is accompanied by a large decrease in the-f8distance
(43) £\I3e2vgon, M. D.; Ohta, K.; Zhongs. J. Phys. Cheni.991, 95, 2317~ (Aran_s ~ —0.12 A). Each Cyghas two H-bonds, each of
(44) Newton, M. D.Int. J. Quantum ChenR00Q 77, 255-263. which behaves quite differently upon redox. One of the
(45) Newton, M. D.Jerusalem Symp. Quantum Chem. Biocht$86 19, H-bonds behaves similarly to the H-bond to {Aryy ~
305-314. A - A). indicati L
(46) Newton, M. D.Jerusalem Symp. Quantum Chem. BiochE98Q 22, +0.010 A andAryy-s ~ —0.11 A), indicating a significant
- }\157\1\—It170.wI D.J. Phys. Chemi988 92. 3049-3056 increase in the strength of that H-bond upon reduction. The
ewton, M. D.J. Phys. Che , . :
(48) Newton, M. D.J. Phys. Chemi986 90, 3734-3739. other Cysg H-bond is far less affected by the redox process
(49) Liang, C. X.; Newton, M. DJ. Phys. Chem1992 96, 2855-2866. (Arnp &~ +0.005 A andAryy-s ~ —0.02 A). The secondary
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Table 5. Geometric Parameters Used to Define Extent of Hydrogen-Bonding in CWT(Opt2) and CWT(Opt3)

backbone H-bond Opt3 Opt2 redox
NH group donor I'NH IFes INH-S I'NH I'Fes I'NH-S ArnH Arges ArNH-s
Loop 1
Cys(6) - 1.027 2.337 1.025 2.356 —0.002 +0.019
Thr(7) — 1.025 1.024 —0.001
val(8) S Cys(6) 1.032 2.49 1.041 237 +0.009 ~0.08
Cys(9) S Cys(6) 1.034 2.272 2.53 1.038 2.308 2.58 +0.004 +0.036 +0.05
Gly(10) OCN Cys(6) 1.030 1.028 ~0.002
Tyr(11) S Cys(9) 1.031 2.55 1.042 240  +0.009 -0.15
Loop 2
Cys(39) - 1.028 2.325 1.027 2.359 —0.001  +0.034
Pro(40) - 1.025 1.023 ~0.002
Val(41) S Cys(39) 1.033 2.49 1.044 236  +0.011 ~0.13
Cys(42) S Cys(39) 1.033 2.271 2.64 1.038 2.299 2.57 +0.005 +0.028 —0.07
Gly(43) OCN Cys(39) 1.032 1.030 —0.002
Ala(44) S Cys(42) 1.032 2.49 1.042 239  +0.010 ~0.10
Table 6. Description of RAMO
Fé' HOMO Fe' LUMO
contributions SCH 1RB9 8RXN Opt2 CEM SChl 1RB9 8RXN Opt3
RAMO
Fe 3d 83.1 84.7 84.5 86.1 79.3 82.0 84.8 84.6 85.2
4s/p 1.2 0.9 1.0 1.6 1.5 1.4 0.8 0.8 1.4
Cys SC/_Z 1.4 1.5 1.6 1.2 1.5 1.6 1.6 1.6 1.4
Sga 0.6 0.7 0.6 0.7 0.8 0.9 0.9 1.0 0.8
Cys s - 12 12 0.8 0.9 - 11 11 1.0
Reotal 1.7 0.7 1.0 0.7 6.8 0.2 0.8 1.1 0.8
Fe 3.40 3.35 3.36 3.41 3.32 3.67 3.70 3.70 3.73
Pspin
S 0.15 0.15 0.15 0.14 0.16 0.31 0.30 0.30 0.29
R 0.03 0.05 0.06 0.05 0.02 0.02 0.10 0.12 0.12
Z;"f
ff
Fe 1.78 1.71 1.71 1.69 1.71 1.90 1.81 1.81 1.80
S —0.90 —-0.81 —-0.80 —-0.78 -0.81 -0.78 -0.71 -0.71 —-0.70

H-bond interaction is not optimal for good overlap because effects from other structural differences (e.g., thiolate
of its poorer orientation relative to the sulfur atom. orientation) between CWT and [Fe(S@k? 1, the CEM

The overall electronic behavior of the Rd active-site model structure (with enamines rather than amides) was constructed
is quite similar to that observed in small-molecule [Fe- as an intermediate between the limiting structures. The spin
(SR)]% 1 systems. Previous experimental and DFT studies density distribution gspin in Table 6) provides a way to
on the electronic structure of the [Fe(SR)* active site ~ compare the overall differences in the electronic structures
have allowed for a detailed description of the electronic of the reduced sites in the CEM and CWT structures. The
changes that occur upon ionization. The largest change uporpresence of the hydrogen bonds (in going from CEM
oxidation is a dramatic increase in spin polarization that CWT) results in a decrease in the metagand covalency
causes inversion of the bonding description of the ferric and an increase in the spin density on the amides that are
site131421 This inversion occurs in the majoritg-spin H-bonded to the active site. The decrease in covalency (from
orbitals, where ligand-based orbitals become the highest83% Fe character in CEM to 86% in CWT accordingtgr)
occupied and the filled Fe 3d manifold is driven below the is consistent with S K-edge XAS resifitsand reflects a
valence S 3p manifold. The effect of this inversion on the decrease in the donor strength of the thiolate ligands as a
Fe—S bonding is, however, relatively limited because it has result of the hydrogen-bonding interactions.
little effect on the minority 8-spin orbitals, which are The nature of the RAMO is of fundamental importance
dominantly responsible for the metdigand bonding. The  in defining the one-electron redox process. The RAMO is
largest effect in thgs-spin orbitals is a lowering of the Fe  the highest-occupied molecular orbital (HOMO) of the
3d manifold, increasing covalency through better energy reduced species and the lowest-unoccupied molecular orbital
matching with the S 3p manifold. The increased ligand-to- (LUMO) of the oxidized species, which should be identical
metal charge transfer (LMCT) in the oxidized state is the in a one-electron process (i.e., without electronic relaxation).
mechanism for electronic relaxation (as shown in part 1) and Table 6 gives the complete description of the RAMO in terms
is responsible for significant stabilization of the oxidized of its component atomic orbitals in both oxidation states for
state. There are a number of small differences between thethe different CWT structures; a visual representation of the
CWT(Opt-Red/Opt-Ox) and [Fe(SGM]?—!~ structures, = RAMO is also provided in Figure 4. The RAMO is
particularly the orientation of the cysteinates and the presencesurprisingly robust to the geometry of the active site and
of H-bonds to the sulfurs (vide supra). To isolate H-bonding differs only slightly between the two oxidation states. It is
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Figure 4. Redox-active molecular orbital for CWT(1RB9) in the reduced
state in two orientations. The main component of the RAMO (k8 Bdints
along the direction of the closest surface of the protein; it is therefore not
well oriented for direct overlap with a redox partner at the surface of the
protein.

dominated by Fe 3dcharacter £85%) with only minor
contributions from each cysteinate ligafid.

The DFT-calculated molecular axis coincides with that
obtained from single-crystal spectroscopic daf&.The Fe
3dz orbital is oriented away from the protein surface, and

Scheme 1

Figure 5. DFT-calculated redox densitypkdoy) for the oxidation of
Desulfaiibrio vulgaris Rubredoxin (LRB9). Surfaces are generated using a
+0.01 e/R cutoff where red (loss) and blue (gain) surfaces represent the
net change of electron density upon oxidation.

strongly. The CS FMO mostly involves the S 3p orbital
that forms ao-bond with thea-carbon of the cysteinate
ligand, as shown in Scheme 1; this FMO forms-&nterac-
tion with the Fe 3d orbital. The ligand pseudo-contribution

to the RAMO was previously evaluated by analysis of a weak
low-energy S— Fe 3d: charge-transfer transition; that
analysis indicated~4—5% ligand character in the RAMO.
The additional contribution from SCcould not be evalu-
ated spectroscopically as the associated CT transition would
be at high energy. When both ligand contributions are
included, the overall ligand character in the RAMO increases

its major electron density is encapsulated by the side chainsto ~14%. The asymmetry at the active site from the Cys

of Val(8), Tyr(11), Val(41), and Ala(44) (see Figure 4B).
Ligand contributions to the RAMO come from two distinct

and Cys ligand sets causes a slight bias in ligand character
in favor of the surface Cydigands (4% per Cydigand vs

cysteinate fragment molecular orbitals (FMOs); these are 39 for Cys). The RAMO is affected by the hydrogen bonds
shown in Scheme 1. The higher-energy FMO is termed the in a way similar to the overall electronic structure (CWT vs

Siseude o @Nd is essentially an isolated S 3p orbital (perpen-
dicular to the S-C bond) that interacts in a pseudananner
with the Fe 3¢ orbital. Its pseudar interaction with the Fe
3dz orbital results from the misdirection of the-orbital
because the FeSC angle3®0°.16.17

Only this S 3p pseudo- FMO has previously been
considered to contribute to the RAMO of Rdowever a
breakdown of the RAMO contributions (Table 6) indicates
that the C-S o-bond, at deeper energy, contributes more

(50) The nature of the RAMO is highly dependent on the orientation of
the thiolate ligands, specifically, the orientation of th&. Therefore,
in certain model systems, the,3de orbital is lowest in energy and
becomes the RAMO.

(51) Eaton, W. A.; Lovenberg, WI. Am. Chem. Sod.97Q 92, 7195.

(52) Eaton, W. A.; Lovenberg, W. Ifron—Sulfur Proteins Academic
Press: New York, 1973; Vol. Il, pp 131162.

(53) The RAMO was considered to point towards the surface of the protein
in ref 18. The full calculation of the active-site region provides the
correct orientation of the RAMO with respect to the protein structure.

CEM in Table 6): the lower donor strength of the H-bonded
cysteinate sulfur atoms decreases the covalency of th&Fe
interaction and the ligand character in the RAMO. The effect
of electronic relaxation on CWT is also similar to that
previously observed in small-molecule [Fe(gR)! systems

in part 12! Without relaxation, the ionization process
corresponds to removal of an electron from the RAMO, and
the electron density change upon ionization (the redox
density) corresponds directly to the square of the RAMO
wave function pjeiox = (Wramo)?. Wrawvo is depicted in
Figure 4 and would constitute a predominantly metal-based
redox process (see the description of the RAMO in Table
6). The inclusion of electronic relaxation significantly
changes the redox densitydios Figure 5). The differences
betweenp;. 4,x aNd predox (Figures 4 and 5) can be quantified
by using the Mulliken decomposition scheme. This MO
breakdown, provided as Supporting Information, is consistent
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Table 7. Calculated Using the Method of Newton et‘i4° but to estimate relative efficiencies and define chemical
system €)22  HOb Sy HO,d pathways, a simple Beratai®nuchic modét is employed
[Fe(OFb)gJ= & on 0.4% 25 0.90 23 to estimate the propagatllon of electron—transfer processes
[Fe(SCH)J> '~ D 4.1% 238 0.80 190 through the protein matrix. The method, which has been
CWT(1RB9) Cyag  3.5% 203 0.79 159 shown to give generally reasonable results, allows for the
Cys: 4.3% 250 0.79 195

application of appropriate dampening factoss to H%A as
given in eq 3, where., e, andes correspond to covalent,
H-bonding, and through-space steps through the protein
matrix, respectively. The variablésm, andn correspond

to the number of such steps in the total pathway through the
bimolecular encounter complex.

i _ 40 _
Hpa = Hppacer Where e = I_lesl_l

| m

aQOxidized @{2?) ligand contributions to the RAMO are showhH SA
is the one-electron matrix element, calculated frot){. ¢ Passive electron
overlap term &) calculated using the method of corresponding orbitals.
dTrue electron-transfer matrix elemetdy,).

with that observed in [Fe(SGHi]?> 1 in part 12* major
changes in the passive electrons involved ir-Bebonding
lead to net oxidation on the ligands. Ehl_lec ©)
Calculation of HY,. The above description of the RAMO "

can be used to calculate the one-electron ET matrix element, The bimolecular ET process can be treated as the product
H 2, for direct electron self-exchange between two Rd of two component paths: the path to the surface from the
active sites.HQ, is calculated by using a formalism donor and the path from the surface to the acceptor. Further,
developed by Newton and co-worké&rg® that applies  the protein surface can be divided into different surface
McConnell's superexchange model for ET and correlates regionsR,, wheren represents the shortest route from the

ligand contributions in the RAMO witiH . Using [Fe-
(H20)s)?" as a referenceyl '[(,)A is calculated for each of the
ligands assuming direct ligandigand contact between the
redox partners. The results from extending the Newton
analysis are given in Table 7. Thel3, values for
[Fe(SCH)4> !~ and CWT (using Cysg are quite similar
at~200 cml. Because CWT is asymmetrigl 5, for Cys,
is somewhat larger, givingl ), ~250 cnt’. Calculation of
the one-electrom 0, value for [FeCJ]2*~ is complicated
by the fact that the HOMO of the reduced species and the
LUMO of the oxidized species are quite different; the
coupling is broadly estimated at200—350 cn1? on the
basis of the DFT results.

The influence of electronic relaxation on the ET matrix
element was also developed by Newton; its effect was shown
to decreaseH, as a result of nonunity overlap of the

passive MOs of the reduced and oxidized states. The true

H2, is defined as the product dfi), and the passive
overlap term,Sa. Sa is determined by using the method
of corresponding orbitals whereby the overlap matrix for the
reduced and oxidized states is diagonalized for the complete
set of filled MOs. The method provides a quantitative
evaluation of the difference betwe@f}y,, and predox Ap-
plication of this methodology allows for the calculation of a
relaxation correction term for CWTS{, = 0.787), giving a
total electronic coupling term oHY, ~ 200 cnt? (for
Cysy). The effect of electronic relaxation dt 3, for CWT
is very similar to that for [Fe(SCL]?>* (Soa = 0.79) and
slightly larger than that for [Fe@QP~ (Soa = 0.82), in good
agreement with the\qq, values observed in part 1.
Electron-Transfer Pathways in Rubredoxin. For Rd,
any evaluation of the effects of electronic relaxation on rates
of electron self-exchange must take into account the fact that
direct overlap of the active sites is highly improbable. As a
result, it is necessary to investigate possible pathways for
electron transfer through the protein matrix to the surface
of the protein, where ET to its redox partner can occur.
Rigorous calculations of such pathways can be performed,
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active site to the surface in terms of effectirdonds such
thatees ~ (ec)". The above methodology generates a surface
coupling map of the protein (Figure 6) that defines the
different regions that should have similar coupling charac-
teristics in the ET process. The brightly colored regions
correspond to areas near the active site. The resulting data
are shown in Table 8, where the fractional active surface
area ¢, ) of each region is the ratio of the surface
occupied by the region to the total surface area. As expected,
the active site has only minimal surface exposure (0.4%)
and those regions closest to the active sRe—Rs) cor-
respond to only 3.2% of the total surface area of the protein.
In the special case of electron self-exchange at infinite ionic
strength KZ.), 0., represents a useful parameter for the

active
determination of relative collisional frequenciegy( ™),
i.e., the probability that a particuld®,—Ry, collision will
occur. This approach allows the electron-transfer problem
to be considered as the integration overlx(R,) — A(Ry)
pathways, which are each defined by a coupling element (
HE. R and a relative frequencyy ™). HE, R is simply
calculated as the product of component dampening terms
and H3,. For K, v& R is simply the product of the
fractional surface areas for the donor and acceptor surfaces:
RiRn — oFRi R
rel active Y activer

To calculate the relative importance of the differBxiR,)-

— A(Rn) pathways using the Marcu${ush formalism, a
few additional factors need to be considered. The rate

equation based on the surface regions approach is given by

=

n—o0 Mr—oo

kese: nZO nZO v

The three terms are as follows; ™" is the collisional
frequency termiXyRm = y Ry XRn is the transmis-
sion coefficient, andTy, ™ is the activation term. The
collisional term is simply the product of the relative

Ri—Rm , Ri—Rn
eff Ke

—Rm
Tot

(4)

act

(54) Beratan, D. N.; Betts, J. N.; Onuchic, J.$Stiencel 991 252, 1285-
1288.
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active site

Figure 6. Surface coupling map ddesulfaibrio vulgaris Rubredoxin Map of distance, ins-bonds, of surface atoms from active site superimposed on
a 4-A solvent accessibility surface. The Berat@nuchic model was applied to define thévond pathways from the active site to surface-accessible atoms.
Results for reduce®esulfaibrio vulgaris Rd (LRB9) are shown. MSI Inc. Ceriiand WebLab Viewer Pro software were used to define surfaces and
visualize the results. For visualization, active surface regRsRy: were condensed together.

Table 8. Fractional Active Surface Areas(,q for Each Surface able for estimatingcg"ﬁRm for a range of diﬁerenHS“; Fin
Region ofDv Rd values for ET processes that are not solvent-limited. To
region AT e calculate <5, it is necessary to obtain a reasonable
Ro 0.004 1.000 estimate ofi as Hg";R”‘.
Ry 0.007 0.600
R, 0.009 0.360 B 2P
Rs 0.016 0.216 KR = where
Ry 0.068 0.130 1+ P,
Rs 0.028 0.078 (RRN2[ 3 \1j7
Rs 0.059 0.047 b =1 exd—Hoa )[R )
Ry 0.029 0.028 0 hv, A
Rs 0.346 0.017
Ro+ 0.435 0.010

Earlier, a value oft’**was calculated for the gas-phase
collisional term ¢, vide supra) and the average colli- electron self-exchange for [Fe(S@ %% at 0.12 eV For
sional frequency of protein molecules in solutioff{ " = the larger CWT modeli:® has been calculated from the
vViiRn). Becauser. is the same for all pathways, its value  Opt-Red— Opt-Ox structures, giving®®= 0.2 eV. These
does not impact the calculation of relative rate constants. values are in reasonable agreement with experimental and
The activation term for electron self-exchange is simply theoretical estimates for [Fe(S® '~ model systems and

= e *RT and it is also independent of the pathway, assuming for Rd (17~ 0.3 eV)3266468 Some experimental kinetic
that the total reorganization energy for electron transfer is data are available from which the outer-sphere reorganization
similar for all component pathways. The final term is the energy can be roughly estimat&d® Additionally, literature

transmission coefficient, which is a function of bottand estimates for biological ET processes generally suggest that

HEy 0.4 eV= 1< 0.7 eV is a reasonable estimate for Rd°
The Landat-Zener formulation is used to calculate We thus use 0.7 eV as a lower estimatel&ffor Rd.
KR (see eq 5¥7 Other formulations are available, in- Generally, biological ET processes are nonadiabatic, i.e.,

cluding some that are not explicitly defined for nonadiabatic «¢ < 1, where the transition probability for ET is very low.
processe®; ¢ but the LandattZener formulation is reason-  We can calculate™ ™ from eq 5 usingi®se= 0.7 eV and

, HE P = H2 , = 250 cm?, yielding e ~ 0.5. The result is
(55) Iog,"r:gsa_gg'h';;ﬂvgg'fegé?l'o%éa‘l%%gz‘_J'; Barbara, P. F.; Fonseca, T. 1 st to a wide range ofesevalues, as demonstrated in

(56) Raineri, F. O.; Friedman, H. L. IBlectron Transfer-From Isolated
Molecules to Biomoleculedohn Wiley & Sons, Inc: New York, 1999; (64) Sigfridsson, E.; Olsson, M. H. M.; Ryde, thorg. Chem 2001, 40,

Vol. 107, Part 2, pp 81189. 2509-2519.
(57) Basilevsky, M. V.; Parsons, D. F.; Vener, M. ¥.Chem. Physl998 (65) Cambray, J.; Lane, R. W.; Wedd, A. G.; Johnson, R. W.; Holm, R.
108 1103-1114. H. Inorg. Chem.1977, 16, 2565-2571.
(58) Yoshihara, K.; Nagasawa, Y.; Yartsev, A.; Johnson, A. E.; Tominaga, (66) Lane, R. W.; Ibers, J. A.; Frankel, R. B.; Holm, R. Proc. Natl.
K. J. Mol. Lig. 1995 65—6, 59—64. Acad. Sci. U.S.A1975 72, 2868-2872.
(59) Yoshihara, K.; Tominaga, K.; Nagasawa, Bull. Chem. Soc. Jpn. (67) Lane, R. W.; Ibers, J. A.; Frankel, R. B.; Papaefthymiou, G. C.; Holm,
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Figure 7. Electron transmission coefficientc}9 as a function of

ese

calculatedHgp°* for two limiting values of23° based on other systems.

Table 9. ke (%) Calculated for Specific Self-Exchange Pathviays
Assuming/iese= 0.7 eV

acceptor regions

donor

regions Ro Ry Ry Rs Ry
Ro 0.47 0.22 0.09 0.03 0.01
Ry - 0.09 0.03 0.01 *
R. - - 0.01 * *
R,3 . — —_ * *
R4 — — — — *

a All terms labeled with * are pathways whekg < 0.01.

Table 10. Breakdown of Surface Regi®diContributions to the Rate of
Electron Self-Exchange of Rubredoxin as a Percentage of the Total
Calculated Rate Constant

acceptor regions

donor
regons Ry R R R R R R R Rs Rot+
Ro 85 101 38 27 41 06 05 01 04 01
Ry 109 38 26 40 06 05 01 03 01
R, 1.3 08 13 02 01 - 0.1 -
Rs 06 09 01 01 - 0.1 -
Ry 1.3 02 01 - 0.1 -
RB — — — —
Ry - - -
R8 — —
Ro+ -

aRegionR, corresponds to the [Fe(S€inoiety. The subsequent regions,
R., are each defined for active surface regions that correspama-fmonds
from Ry, except for the final regiorRe+, which includes the complete active

surface forn > 8. The final column designates the sum of contributions
for the interactions of a specific region on the donor over the complete

surface of the acceptor.

Figure 7, which suggests thaditect Rd self-exchange would

be nearly adiabatiocS™ ™ can be calculated for aD(R)

— A(R.) pathways by using the appropriat, ™ based

Kennepohl and Solomon
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Figure 8. Contributions to total calculated rate of electron self-exchange
for rubredoxin as a function of active surface regions included in the
analysis. EaclRy—R, region corresponds to the total contribution of all
regions in that range for both the donor and the acceptor. The protein surface
is defined using a 4-A solvent surface map for structure 1RB9.

cally included in the total analysis. Thus, we see fRgénd
R, together should account for40% of the total rate.
Inclusion of pathways up t&, accounts for~90% of the
total self-exchange rate even though these pathways account
for only 10% of the total surface area. These results
demonstrate that regions where> 5 (see blue regions in
Figure 6) will likely contribute little tok, even though
they include the majority of the surface area of the protein.
This analysis further allows for the determination of which
pathways specifically contribute to electron self-exchange.
RegionsR, andR; both involve superexchange through the
—SCH— moiety of Cys, the cysteinate ligands that lie
closest to the surface of the protein. This is the shortest path
to the surface, but it represents only 1% of the total protein
surface ¢ ~ 0.011, Table 8). Thg-methylene protons
provide the greatest accessible surface area and contribute
significantly to these pathways. RegiofRs and R; cor-
respond to progressions along the Cyssidues with
contributions from G¢) and its proton, as well as other
backbone atoms. The surface area for these two surface
regions is still very small, accounting for only 2.5% of the
total surface. The surface area ey accounts for nearly
7% of the total surface area and corresponds to surface-
exposed backbone amide oxygens from Thr(7), Val(8), Gly-
(10), Pro(40), Val(41), and Gly(43). The importance of these
paths is significant mostly by virtue of their large surface
accessibility as well as the fact that each of these pathways
is connected to the active site directly through hydrogen
bonds (OCNH - -S) to the cysteinate ligands. For regions

on the effective dampening factor for the donor-to-acceptor further from the active site than > 5, the active surface

pathway under consideration. Table 9 lig¥s " values for
all D(R,) — A(Ry) pathways.

From Table 9 and ™, the relative importance of each

area remains small until very long distancas>( 8) while
the transmission coefficient continues to decrease substan-
tially. The influence of these longer pathways is therefore

pathway can be determined. The results of this analysis arequite small.

given in Table 10. An informative way of considering these

Effect of Electronic Relaxation on ET Rates. The

results is presented in Figure 8, where the sums of contribu-analysis applied above can easily be used to determine the

tions of allD(Ry—R,) — A(R—R,) pathways are systemati-
706 Inorganic Chemistry, Vol. 42, No. 3, 2003
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Electronic Contributions to ET: Kinetics and Pathways

of electron self-exchange for [Fefl 1, [Fe(SCH)4? 1", redistribution that minimize$V/ar for contraction of the
and Rd; the effects are very similar in all cases. In each M—L bonds.

system, electronic relaxation significantly decreases the inner-  With respect tdHpa, the orientation of the RAMO relative
sphere reorganization energy and slightly decreases theto the surface of the protein negates the possibility of direct
electronic coupling matrix element. Whereas the former metal-metal contact as a primary pathway for electron
effect should increase the rate, the latter has the oppositetransfer®® Electron transfer must therefore occur through
effect. On the whole, however, the effect is dominated by superexchange from the iron to its cysteinate ligaide

the nearly 1 eV decrease #f* Irrespective of contribu-  metal-based RAMO has little ligand character for effective
tions from specific pathways in Rd, the decreaseijf superexchange, but only moderate electronic coupling to the
results in an increase in the overall rate of electron self- ligand is needed to obtain good transmission through to the
exchange by 3 orders of magnitude, providing dramatic cysteinate-SC— group. The one-electron electronic coupling
evidence for the importance of electronic relaxation in matrix element in the absence of electronic relaxation,
defining the electron-transfer properties of iresulfur active H SA, is determined by the amount of ligand character in the

sites RAMO, which remains unchanged by the redox process. By
contrast, the passive electrerspecifically those involved
Discussion in defining the metatligand bonding-respond rather dra-

. N f ol . ibuti matically to the redox process. The charge redistribution in

Our investigations of electronic structure contributions 1oy, nassjve orbitals upon redox lowers the electronic coupling
the kinetics of electron self-exchange for Rd provide 5504 \hich is possibly somewhat surprising because
significant insight into the overall factors that affect its electronic relaxation shifts so much electron density back to

reactivity. In accordance with other studies on the ET i neta) that the overall process is mostly ligand-based (see
properties of tetrathiolate iron complexes, the electronic Figure 5)

Sz(ril:fttl: r(;:] o\thheh r(\a/dum\e/dl S'tte dcrlang?ri drr?rrrl]atlcal:cy tfl: PON The resulting active-site electronic coupling teH'BA is
oxidation. Ve have evaluate © importance ot these 500 cnt?, which is twice as large as previously estimated

electronic structure effects on boffi® and Hpa and their ; -
impact on electron-transfer react?gity ng?all electronic from analysis of the @(penmental Iow-energy—_SFe 3¢
L : ' L e charge-transfer transition. The DFT results indicate that the
relaxation is found to play an important role in determining S—C o-bond can also weakly interact with the RAMO
the elecgolrj-transfer kinetics of both [Felet*" and (Scheme 1), but its CT transition is too high in energy to be
[Fe(SR)* .systems. o . experimentally observed. Its contribution must also be
The small inner-sphere reorganization energies for tetra- inc|yded in the calculation dfi%,. This ligand contribution
thiolates are inherent to these complexes because of theirprovides a mechanism for the RAMO to interact directly with
small AregoxValues in contrast to [Fe@f 1, whereAr eqox the o-bond network of the protein.

and thusi;**are significantly larger. Bond distance changes  potential pathways for electron transfer were investigated
are effectively governed b&qreqox the change in the charge 4 getermine their relative importance in electron self-
on the metal upon redox. Importanti\gredox &N b€  exchange. The ligand superexchange mechanism to the
experimentally determined from core ionization energies g rface—SC— moieties allows for electron transfer that is
obtained by XPS. From these studies, we find that near-adiabatic, but the statistical probability of creating the
[Fe(SCH)JJ*"*~ has a smallg® because its\Greaox IS VETY  proper encounter complex to obtain this pathway is very
small (~0.18) in contrast to [FeG]*~*", which has a  gmg| (6%, )2 ~ 1075, see Table 8]; for this reason, longer
significantly largerA* and Agredox values The potential  pathways are also found to contribute significantly. The
energy surfaces in Figure 2 provide insight into the factors g rface region®R—R, are found to contribute to electron
that control these differences and, by extension, the inner-yansfer, whereas regions a# effectiveo-bonds from the
sphere reorganization energy. The effect can be interpretedyctive site (Figure 6, blue regions) should contribute very
by defining a linear distorting force)¥/or) upon ionization jitte to the rate even though they constitute the majority of
of the reduced species. This distorting force correlates with the surface of the protein. The major pathways witRir-

the increased electrostatic attraction between the metal andy, are summarized in Figure 9. The two main pathways are
ligands upon oxidation. Differences in both the initial gyperexchange through (A) tiemethylenes of the surface
electronic structure (nature of the RAMO) and electronic cysteinate ligands and (B) the sulfur H-bonds of the
relaxation result in the observed differencesoWfor that cysteinate sulfurs to the surface amide oxygens. The cys-
act on the two reduced complexes upon oxidation. The
greater covalency of the tetrathiolate and its larger electronic (71) Some additional factors further lower the distorting force in the

relaxation (relative to the tetrachloride) both contribute in tetrathiolate. The electrostatic charge model should be redistributed
. .. within the ligand, and the model assumes that only a single distorting
decreasing\gredoxand thusdV/or, resulting in a small\r egox mode is consequential.

and 7% As a result, the inner-sphere reorganization (72) Recent studies have suggested that structural rearrangement of the
! fth hiol d lei I df id active site could be sufficient to allow direct access to the iron. The
energy of the tetrathiolate redox couple is well-tuned for rapi crystallographic data used to support this proposal show a water

electron transfer. Importantly, electronic relaxation has a molecule near the active site but stilh A away from the iron itself.

P ese The water is in close contact with one of the surface cysteinates and
Qramatlc influence ovi;™ for both redox couples, depreas- would ultimately allow for effective solvent-mediated electron transfer
ing each by almost 1 eV as a result of the dramatic charge  through the cysteinate ligand.
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fashion. Efficient electron transfer with other proteins is
limited to only a small region of the overall protein surface.
“Hot spots” are the Cys(9) and Cys(42) ligands (mostly the
3-methylene groups) and the oxygens of backbone amide
groups hydrogen-bonded to the S Cys ligands. Furthermore,
the electronic structure of the active site itself is inherently
well-designed for fast electron transfer by minimizing inner-
sphere reorganization through both high covalency and very
large electronic relaxation upon oxidation. The large influ-
ence of electronic relaxation, which stabilizes the oxidized
state through LMCT, is found to dramatically increase the
rate of electron transfer. The mostigand-basedelectron
transfer that results from electronic relaxation still retains

. _ - the fundamental character of metal-based one-electron
Figure 9. Electron-transfer pathways in Rd'wo major pathways . . . . .
contribute to the electron self-exchange in: R@&) direct superexchange  ionization and allows for near-adiabatic ET at the active site

to the surface cysteinates and (B) pathways involving hydrogen-bonded and through a limited number of longer-range pathways.
amide groups to both types of cysteinates.
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Rd is obviously well-designed for its role in electron
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